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Ensemble Methods

• Improve model performance by combining multiple 

models

• Ensembles can be of any learning algorithm, including 

both classification and regression
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Ensemble of Decision Tree Models

• Combine a bunch of 

independent models 

together

• Can be any type of 

algorithms

• Vote for classifiers

• Average for regression

• A new data point (future data)

• Like a new Titanic passenger


